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QA1. What is the main purpose of regularization when training predictive models?

Regularization encompasses various ways to control the complexity/variance in a model. It is typically done by adding a penalty of sorts to reduce complexity and/or overfitting. Reducing a model’s complexity and fit can often improve generalization, enhancing the potential impact of the model.

QA2. What is the role of a loss function in a predictive model? And name two common loss functions for regression models and two common loss functions for classification models.

Loss functions essentially measure the distance between a model’s predicted output and the actual value of that unit. Such distances can be measured in different ways. The goal of the loss function is to be minimized, resulting in the best fitting model.

Two loss functions for regression models are Mean Squared Error (MSE) and Root Mean Squared Error (RMSE). MSE takes the distance between the predicted output and the actual value, and squares the value. A distance of 2 would result in an MSE of 4, but a distance of 4 would result in 16- a much higher impact per unit of distance. Being said, higher distances have exponentially higher impacts. The total MSE is the sum of the distance of each unit squared. RMSE is the same, except the square root of the MSE is instead taken. RMSE will naturally be a smaller number which may be more useful in a real-world instance.

Two loss functions for classification models are log loss and hinge loss. Log loss takes into account how far the predicted output is from the actual value, in terms of the probability value. Log loss applies a heavy penalty when a probability value is strongly in one direction but the actual value is incorrect. Hinge loss does not take probability into account, and instead focuses on how close an output is to the decision value. Log loss takes even correct classifications into small consideration, however hinge loss does not take correct classifications into consideration.

QA3. Consider the following scenario. You are building a classification model with many hyper parameters on a relatively small dataset. You will see that the training error is extremely small. Can you fully trust this model? Discuss the reason.

You would not be able to fully trust the model, primarily due to the danger of overfitting. With the complexity of the model as well as the size of the dataset, it’s possible that the model will not be able to generalize to new data. A first resort would be to split the dataset into training and test partitions depending on how small the dataset actually is. Additionally, incorporating cross validation or regularization may be helpful.

QA4. What is the role of the lambda parameter in regularized linear models such as Lasso or Ridge regression models?

Lambda essentially balances ensuring the model is well fit to the data, but also keeping parameters small to reduce complexity and prevent overfitting. As the lambda value increases, the size of the coefficients decrease and its effects become more noticeable in the model. Complexity of the model will continue to decrease, but after a point the model starts to run the risk of underfitting.

QB1. Build a Lasso regression model to predict Sales based on all other attributes (“Price”, “Advertising”, “Population”, “Age”, “Income” and “Education”). What is the best value of lambda for such a lasso model? (Hint1: Do not forget to scale your input attributes – you can use the caret preprocess() function to scale and center the data. Hint 2: glment library expect the input attributes to be in the matrix format. You can use the as.matrix() function for converting)

library(ISLR)  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(glmnet)

## Warning: package 'glmnet' was built under R version 4.4.2

## Loading required package: Matrix

## Loaded glmnet 4.1-8

library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

Carseats\_Filtered <- Carseats %>% select("Sales", "Price",  
"Advertising","Population","Age","Income","Education")  
  
CarseatsPreprocessed <- preProcess(Carseats\_Filtered[, -1], method = c("center", "scale"))  
CarseatsScaled <- predict(CarseatsPreprocessed, Carseats\_Filtered)  
  
x <- as.matrix(CarseatsScaled[, -1])  
y <- CarseatsScaled$Sales  
  
Fit <- glmnet(x, y)  
plot(Fit)
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set.seed(123)  
LassoCV <- cv.glmnet(x, y, alpha = 1)  
plot(LassoCV)
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print(LassoCV$lambda.min)

## [1] 0.004305309

The best lambda value is 0.0043.

QB2. What is the coefficient for the price (normalized) attribute in the best model (i.e. model with the optimal lambda)?

Coefficients <- coef(LassoCV, s = LassoCV$lambda.min)  
  
CoefficientsPrice <- Coefficients["Price", ]  
print(CoefficientsPrice)

## [1] -1.353834

The coefficient for price is -1.3538.

QB3. How many attributes remain in the model if lambda is set to 0.01? How that number changes if lambda is increased to 0.1? Do you expect more variables to stay in the model (i.e., to have non-zero coefficients) as we increase lambda?

Coefficients001 <- coef(LassoCV, s = 0.01)  
PosCoefficients001 <- sum(Coefficients001 != 0) - 1  
print(PosCoefficients001)

## [1] 6

Coefficients01 <- coef(LassoCV, s = 0.1)  
PosCoefficients01 <- sum(Coefficients01 != 0) - 1  
print(PosCoefficients01)

## [1] 4

6 attributes remain at 0.01, with 4 remaining at 0.1. As lambda increases, less attributes will remain as the others will become zero. With fewer attributes, the model will become less complex.

QB4. Build an elastic-net model with alpha set to 0.6. What is the best value of lambda for such a model?

ElasticNet <- cv.glmnet(x, y, alpha = 0.6)  
plot(ElasticNet)

![](data:image/png;base64,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)

print(ElasticNet$lambda.min)

## [1] 0.006538062

The best value for lambda is 0.0065.